The Maple Scholars Program

The Maple Scholars Program is an eight-week summer program run by Goshen College for its students to engage in research and/or creative activity in any discipline.  Students work with individual faculty on research projects.  Nearly twenty students work with about ten faculty on topics ranging from red blood cell membrane transport to maledictory and benedictory formulae in ancient Near Eastern and biblical texts.  Several students have worked on cooperative game theory and fair division under the direction of David Housman.  

In addition to daily student-faculty meetings to discuss progress and ideas, the Maple Scholars Program holds a weekly seminar in which students report on their progress to each other.  The setting is a mixture of formal talks and informal discussion.  Direction is given to improve students' clarity and concision.  Students visit other research groups during the summer for more extended and informal discussions.  Our goal is for students to seek interdisciplinary understanding and become effective speakers.

Students reside together in one or more houses on campus.  This further helps to develop a sense of community among the student researchers.

By the end of the summer, each student is expected to write a paper describing the results of their research.  By student vote, three students give formal oral presentations and the remaining students participate in a poster session.  Students are encouraged to present their work during the following academic year.  Almost all present their work at the Goshen College Honors Symposium.  Most present at an appropriate professional meeting such as the National Conference of Undergraduate Research or a Mathematics Association of America section meeting.

Research Focus
One research focus is on allocation methods for partially defined cooperative games.  A cooperative game is a finite set of players 
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 on the non-empty subsets of 
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.  In the context of a joint cost allocation problem, 
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 cooperate.  An allocation for the game 
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 is a vector of real numbers 
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.  We could interpret 
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 as the savings actually allocated to player 
[image: image9.wmf]i

.  An allocation method is a function from cooperative games to allocations.  There is a large literature defining, analyzing, and characterizing allocation methods such as the Shapley value, the nucleolus, and the tau value (see Winter and Young for literature surveys).  For example, the Shapley value is known to be the unique allocation method that is linear, efficient, symmetric, and does not subsidize players whose presence or non-presence never changes the worth of a coalition.

A partially defined cooperative game has a real-valued function 
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 defined only on some of the non-empty subsets of 
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.  In the context of a joint cost allocation problem, it may be unreasonable to determine each coalitional worth 
[image: image12.wmf]()

wS

, and so it is no longer possible to directly use a known allocation method.  Of course, one approach would be to estimate the unknown coalitional worths and then use a known allocation method.  There are computational difficulties with this approach (an n-player game has 
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 coalitional worths to determine and then manipulate in any allocation method) and it is no longer clear whether the properties that characterized an allocation method for fully-defined games still hold when the games are partially defined.

A second approach is to make only broad restrictions on the unknown coalitional worths.  For example, it might be possible to assume monotonicity: 
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 for all coalitions 
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.  With such a restriction, there is a compact and convex set of fully defined games that are consistent with the given partially defined game.  Determine a centrally located fully defined game and apply a known allocation method.  The properties of such an allocation method may not be clear, but there is the hope that if only 
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 coalitional worths are know, then perhaps an algorithm to compute the Shapley value of the centrally located game might be computable in  
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 steps instead of 
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.  Brutt (1994) and Engelsone (2001) found such  algorithms using the coordinate extrema center and the Chebyshev center, respectively.  Further work could be done using different types of game extensions and different definitions of center.

A third approach is to characterize values on partially defined games directly.  Results reported by Willson (1993) and Housman (2001) can be seen as generalizations of the Shapley value characterization on fully defined games mentioned earlier.  Interestingly, the properties that characterize a unique value on fully defined games characterize different allocation methods (sometimes non-uniquely) or no allocation method depending upon the class of partially defined games under consideration.   The relationship between the allocation methods that have arisen from the second and third approaches is currently an open question.  Further axiomatic characterizations would also be of interest because there are at least fifteen other properties of allocation methods for fully defined games that have been discussed in the literature and could be modified for the partially defined game context.

A second research focus is in fair division problems.  Consider the allocation of objects to two individuals who may have different valuations of the objects (e.g, dividing an inheritance or property in a divorce).  Brams and Taylor (1996) characterize the adjusted winner procedure by efficiency, envy-freeness, and equitability.  Engelbrecht-Wiggans (1977) characterized efficient and envy-free procedures when money is available.  Amstutz (2001) studied the situation when money was also available but the two individuals have monetary constraints.  She determined that sometimes efficiency and envy-freeness are incompatible properties.  One question is to characterize the efficient allocation procedures and the envy-free allocation procedures in this class of problems.

David Housman has directed National Science Foundation Research Experiences for Undergraduates programs at Worcester Polytechnic Institute and Drew University and has mentored students for research theses at Worcester Polytechnic Institute, Rutgers University, Allegheny College, and Goshen College.  
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